What you should know for Exam 2.

Pearson r and Simple Regression 


- general characteristics of the Pearson Product Moment Correlation


- special cases of Pearson r : Spearman rho, point-biserial, phi


- non-Pearson correlations (just what they are, not how-to): biserial, tetrachoric


- assumptions of r 


- F-test for r

- residuals (what they are, how to plot them)


- leverage and Cook's D


- range restriction (what it is, how to correct for it)


- power estimation for r and Dunlap's shortcut


- z-test for independent correlations


- Steiger's test for dependent correlations


- the regression equation (defining and computing slope, intercept)


- standard error of the estimate


- r2

Partial Correlation


- partial correlation, what it is and how to compute it


- the relation of partial correlation to ANCOVA


- assumptions of ANCOVA

Semi-partial Correlation


- semi-partial correlation, what it is and how to compute it


- the relation of semi-partial correlation to multiple regression

Multiple Correlation


- F-test for R


- relation to the simple correlations


- problems of multicollinearity


- identifying multicollinearity (correlation matrix, VIF)


- multivariate outliers; Mahalanobis distance


- suppressor variable (define, identify, interpret)


- shrinkage and Wherry's correction


- ratio of sample size to predictors


- interpreting R2
Multiple Regression


- why stepwise regression is rarely used in psychology


- differences between standard and hierarchical regression


- interpreting output of standard and hierarchical regression


- the regression equation


- F for (R2

- distinguish mediator from moderator variables


- testing for moderators in regression 

-centering

-creating interaction term

-effect coding, 

-hierarchical tests

-creating the simple regression equations

-testing if simple slot = 0

-plotting the interaction

-should ns higher-order terms be retained in equation

-testing for a mediator using regression


-necessary steps


-interpretation


-test of the indirect path

-using regression in repeated measures designs


-partitioning the variance


-hierarchical testing

SPSS


- conduct simple regression analysis


-find zero-order, semi-partial, and partial correlations


-save residuals, Cook's D, leverage, Mahalanobis distance

-plot residuals

 
-run and interpret an ANCOVA


-diagnose multicollinearity, influential points, suppressors


-find R and R2

-conduct and interpret standard multiple regression


-conduct and interpret hierarchical multiple regression (no interaction terms)


-conduct and interpret moderated multiple regression  


-conduct and interpret repeated measures multiple regression


-conduct and interpret tests of mediation using multiple regression  

