What you should know by exam 1.

Distinguish between IVs that are


- experimental vs quasi-experimental


- quantitative vs qualitative


- between subjects vs within subjects


- at the conceptual vs operational levels


-random versus fixed


-nested versus crossed
Assumptions of ANOVA


- the relation between the CLT and normality

- primary assumptions


- assumption of normality and how to inspect for violations

 (skew, modality, kurtosis)



- minimization of skew through trimming, winsorizing, transformation



- assumption of homogeneity and how to test for it (Levene, F-test, rule-of-thumb)



- assumption of independent errors


- additional assumptions for within subjects designs



-carryover effects and how to test for them



-equal trial-to-trial correlation




-recommendation regarding Mauchly's test




-existence of lower boundary for epsilon




-computation and use of Geisser-Greenhouse




-when Huynh-Feldt may be justified, and its computation

Power and Effect Size


Power


- definition, determinants, relation to Beta


- relation of power to alpha


- how to find power for a two group between Ss design


- how to find power for a two group within Ss design

 
- how to estimate n for a desired amount of power for 2-group designs


- how to use the noncentral F distribution to determine power (and n for desired power)


Effect Size


- meaning of Cohen's d


- finding a confidence interval around an effect (2-groups between subjects)


- computation of eta-squared, what it means, its limitations


- computation of omega-squared, what it means
Agreement and Reliability


-computation of alpha (internal consistency) in SPSS


-computation of Cohen's kappa, and what its for


-computation of the intraclass correlation, and what its for
Tests Subsequent to ANOVA


- distinction among Orthogonal, Bonferroni, Scheffe contrasts


- generating orthogonal coefficients


-generating coefficients to test the researcher's hypothesis


-what orthogonal polynomials are and when you use them


-how to reconstruct the contrast SS using SPSS printout, and when



you'd want to do that


-Satterthwaite-Welch correction: why, when, how

Advanced ANOVA models


-random effects models: 1 random, 2 random 


-simple nested model (1 factor nested in another)


-ANCOVA: 



concommitant variables



ANCOVA assumptions: linearity, homogeneity of regression, covariate error-free
SPSS


- manipulation of the data file (e.g., selecting cases, labeling, reverse scoring)


- between groups, repeated measures, and mixed model ANOVAs


- finding empirical power and effect sizes for ANOVAs


- reading the output of ANOVAs so that you know what to report



(e.g., means, F-ratios, and df)

-how to find SS for a priori contrasts using SPSS


-post-tests for one-way designs


-finding agreement with Kappa and the ICC


-simple effects tests, range tests for interactions


-random effects models


-simple nested models


-ANCOVA
